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Abstract: Neural Networks are computational models for solving various complex problems. Systematic learning 

without user support for ultrasound-screened breast cancer images aims to predict the growth of the tumor. Even though 

technology is improving towards the maximum, automatic cancer prediction through systematic learning boosts disease 

identification. To provide quality imagery and classification of tumors, breast cancer tumor prediction is processed. 

Apart from a radiologist's suggestion, to give a new source for finding tumor growth, automatic learning over the 

system is done through a neural network. The goal of this study is to reduce errors by modifying the 

backpropagation network. The dataset is ready for testing, validation, and training. The neural network backpropagation 

is implemented with stable, bounded dependent variables to reduce the error rate of the learning parameters. The 

proposed methodology maintains a platform for reducing the error to a minimum for learning and classification. 
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INTRODUCTION 
Neural Network Learning is a process of exhibiting the 

original phenomena of any object in the network to 

simulate the desired output. Likewise, briefly 

processing the attributes of tumor identification from an 

ultrasound-screened image is a way step to process it. A 

systematic approach for detecting the malignant tumor 

is problematic approach. Given this fact, the data set 

used to classify breast cancer tumors is less noisy. 

 

An ultrasound-screened image is a basic scanned image 

of a cancer tumor, which usually has the primary 

staging properties. Classification of malignant tumors in 

an ultrasound image is not as easy as possible for 

radiologists to predict the disease symptoms. Thus, 

automatic prediction is a challenging task for such 

images. The neural network approach deals with the 

task of learning the entire characteristics of a tumor. 

The basic attributes for the characterization of a tumor 

are size, height, width, shape, and calcification. 

Nowadays, automatic breast cancer detection systems 

are not applicable in our area. Thus, to keep on 

checking the growth of the tumor is a must for people 

who are affected by cancer. Machine learning technique 

is a second helpful opinion for a radiologist to classify 

the disease. A system with accurate predictions of 

tumor growth is essential. Researchers face difficulty in 

meeting human expectations over cancer prediction 

since the symptoms of cancer are not present in the 

early stages. The complexity of the problem should be 

solved with the number of inputs given for training and 

testing. Any machine learning technique depends on the 

user input given for training. 

 

The classification of malignant or benign cancer 

depends on the characteristics given as input. Logically, 

the characteristics of a malignant tumor depend on its 

height, width, and shape. The system for automatic 

prediction of the growing period of a tumor should 

specifically display an alert sign in case of the hazard 

stage. Extraordinarily, the ratio of breast cancer among 

women is growing rapidly. 

 

Screening the breast cancer tumor using an ultrasound 

device seems low in its resolution, thus, it takes time to 

diagnose the disease. Also, several secondary testing 

devices, like a biopsy, are needed to make sure the 

tumor is malignant. 

 

The system proposed meeting the inadequacy of the 

missionary part. As a substitute for all the secondary 

devices, the proposed methodology works with a 

similar task. Cancer statistics in 2016 report that even in 

villages, the spreading of malignant tumors is a cause of 

nature. A report in October 2016 says that the growth of 

breast cancer among women in Chennai, INDIA, is 

certainly rising towards 26k per year. Moreover, the 

affected cases may be defeated if no proper awareness is 
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raised. Several modalities emerged to detect breast 

cancer and the diagnosis carried with it; also, some 

moments lost their life. The following sections spotlight 

feature extractions from images and are passed as input 

to the neural network for self-learning [1]. 

 

RELATED WORK 

An automated diagnostic system that detects breast 

cancer using a neural network. The learning process is 

carried out by a conjugate gradient algorithm. The Deep 

Belief Network (DBN) performs RIW-BPNN 

(Resource In Waiting- Back Propagation Neural 

Network) learning through Levenberg-Marquardt 

learning, which also still works best for classifying 

breast cancer tumors. 

 

The performance of classification gives 99.68% 

accuracy, proposing a concept for the reduction of 

feature selection properties with Independent 

Component Analysis (ICA), which selects the original 

30 features along with one reduced feature, and the 

classifier accuracy is predicted with k-nearest Neighbor 

(k-NN) and Artificial Neural Network (ANN). The one-

dimensional feature vector causes the Radian Basis 

Function Neural Network to have increased accuracy 

from 87.17% to 90.49%. The prediction of malignant 

samples has with sensitivity rate from 93.5% to 96.63% 

for RBFNN, and for SVM, the rates increase from 

96.07% to 97.47%. Analyzing the results, applying ICA 

for feature reduction for processing with neural network 

forms to be greater in performance. Extreme Learning 

Machine (ELM) is an algorithm that trains the hidden 

layer on a forward basis. The efficiency of an algorithm 

is compared with deep learning and gives a better 

junction than existing learning methods [2]. 
 

METHODS 
This survey focuses on different approaches for breast 

cancer detection and Growth Prediction on Ultrasound 

images. Usually, this involves four stages. 

 

 
Fig-1: Stages of breast cancer detection and Growth Prediction on Ultrasound images 

 

 Image pre-processing: Ultrasound images are 

affected by noise such as speckle noise [3,4], 

impulse noise, and multiplicative noise [5]. To 

suppress the noise, some filtering techniques [5,6], 

wavelet domain techniques [7-9], and de-

speckling methods [10]are used. 

 Image Segmentation: This method subcategory the 

image into several small portions and 

differentiates the object from the background [11]. 

 Feature extraction and selection: In this stage, we 

extract some of the features from normal tissue 

and abnormal cancer tissue. So, extracting and 

selecting some essential features for classification. 

 Classification: After the feature extraction we 

classify the tissue and decide to conclude normal 

and abnormal [12]. 

 

PRE-PROCESSING 

The pre-processing of breast ultrasound images consists 

of noise reduction and image enhancement. Speckle in 

the form of noise is generated by several scatterers [13] 

with random phase within the resolution cell of the 

ultrasound beam. 

 

FILTERING TECHNIQUES 

Filters can be divided into two types they are, linear and 

nonlinear filters. 

 

LINEAR FILTER 

 Adaptive mean filter (AMF): To eliminate 

the blurring effect, we used the Adaptive Mean 

Filter [14-16]. 

 Low pass filter: The low-pass filter is used to 

reduce speckle noise and blur the edges [17]. 

In this, we use the stick techniques to reduce 

the noise and improve the edge information. 

They also use the linear projection operation. 
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NON-LINEARFILTER 

Order Statistic Filter: The Order Statistic filter can 

reduce noise. It preserves the edge sharpness and 

produces less blurring than the Median filters [5]. 

Specifically, it is effective, but most of the Ultrasound 

image is affected by impulse noise. 

 

SEGMENTATION 

In this segmentation method divide the image is divided 

into several small segments. Then the goal of 

segmentation is to identify the correct areas and to 

analyze the diagnosis. This method provides neural 

network segmentation. In this, we use the K-means 

algorithm to evaluate the clustering. In this Segment, 

we identified the Benign and malignant tumors using 

the K-Means algorithm [9]. 

 

K-MEANS ALGORITHM METHOD 

The K-means algorithms are under the group of squared 

error-based clustering. The K-means algorithm is an 

iterative technique that is used to split an image into k 

clusters. K-means clustering is a method of cluster 

analysis that can portions n observations into k clusters, 

in which each observation is in the right place in the 

cluster with the adjacent mean. The basic K-means 

clustering algorithm is as follows: 

 Pick the k cluster centers either randomly or based 

on some heuristic. 

 Assign each pixel in the image to come together so 

as that minimize the distance between the pixel 

cluster centers. 

 Re-compute the cluster center by averaging all of 

the pixels in the cluster. Repeat the last two steps 

until convergences are attained [11]. 

 

FEATURE EXTRACTION AND SELECTION 

This feature extraction and selection step is important in 

cancer detection and classification. Textures extracted 

from the RF series and neural network classifiers used 

for the detection of prostate Cancer. To extract some of 

the features, such as geometric, statistical, texture, and 

histogram features. To evaluate the reduction and 

feature selection techniques, a simple classifier was 

used [18]. 

 

CLASSIFIERS 

After the extraction of features and the selection 

process then we have to classify the images into 

lesion/benign/ malignant or normal/ abnormal classes. 

This Lesion detection is necessary before the 

classification. Neural Network Learning is a process of 

showing the original function of any object in the 

network to simulate the required output. The Neural 

network back propagation is used for learning the 

attributes for tumor classification [19]. 

 

CONCLUSION 
In this paper, we reviewed Ultrasound Breast cancer 

detection and classification using ultrasound images in 

the literature. The techniques are processed in four 

stages (pre-processing, segmentation, feature extraction, 

and classification) and are summarized. Different 

performance matrices are discussed and also, and it is 

very useful for the research in image processing and 

radiology. 

 

ACKNOWLEDGEMENT 
We acknowledge the scientific input of Mr. J. Dhinesh 

Jegan Babu, Director, Messiah Enterprises, Chennai, 

which significantly improved our paper. 

 

REFERENCES 
1. Tourassi GD. Journey toward computer-aided 

diagnosis: role of image texture analysis. 

Radiology. 1999 Nov;213(2):317-20. 

2. Costantini M, Belli P, Lombardi R, Franceschini 

G, Mulè A, Bonomo L. Characterization of solid 

breast masses: use of the sonographic breast 

imaging reporting and data system lexicon. J 

Ultrasound Med. 2006 May;25(5):649-59; quiz 

661.  

3. Y. Li and J. A. Hossack, “Combined elasticity and 

3D imaging of the prostate,” in Proc. SPIE Conf. 

Med.Imag. 2005: Ultrason. Imag. Signal Process., 

vol. 5750, W. F. Walker and S. Y. Emelianov, 

Eds. Bellingham, WA: SPIE, 2005, pp. 7–15.  

4. S. Park, S. R. Aglyamov, and S. Y. Emelianov, 

“Elasticity imaging using conventional and high-

frame-rate ultrasoundimaging: Experimental 

study,” IEEE Trans. Ultrason., Ferroelectr. Freq. 

Control, vol. 54, no. 11, pp. 2246–2256, Nov. 

2007.  

5. Salcudean SE, French D, Bachmann S, Zahiri-

Azar R, Wen X, Morris WJ. Viscoelasticity 

modeling of the prostate region using vibro-

elastography. Med Image Comput Assist Interv. 

2006;9(Pt 1):389-96. 

6. S. Kalaivani Narayanan, R.S.D. Wahidabanu, “A 

view on despeckling in ultrasound imaging”, Int.J. 

Signal Proc.ImageProcess. Pattern Recogn.2(3) 

(sep2009) 

7. Yue Y, Croitoru MM, Bidani A, Zwischenberger 

JB, Clark JW Jr. Nonlinear multiscale wavelet 

diffusion for speckle suppression and edge 

enhancement in ultrasound images. IEEE Trans 

Med Imaging. 2006 Mar;25(3):297-311.  

8. A. Wong, A. Mishra, P. Fieguth, D. Clausi,” An 

adaptive Monte Carlo approach to nonlinear image 

denoising”, in: Proceedings of International 

Conference on Pattern Recognition (ICPR),2008 

9. Noble JA, Boukerroui D. Ultrasound image 

segmentation: a survey. IEEE Trans Med Imaging. 

2006 Aug;25(8):987-1010. 

10. Baddour, R.E., & Kolios, M.C. (2006). 2 G-4 

Investigating the Effect of Cell Size on the 

Backscatter from Suspensions of Varying Volume 

Fractions. 2006 IEEE Ultrasonic Symposium, 637-

640. 



 
 

Heber Anandan et al.; Grn Int J Apl Med Sci, May-Jun, 2025; 3(3):118-121   

 Copyright: © Author(s), 2025. Published by Greenfort International Journal of Applied Medical Science | This is an open-access 

article distributed under the terms of the Creative Commons Attribution 4.0 International (CC BY 4.0) License.                                 121 

 

11. Cheng, H.D., Hu, L., Tian, J. and Sun, a.L. A 

Novel Markov Random Field Segmentation 

Algorithm and Its Application to Breast 

Ultrasound Image Analysis, in 6th International 

Conference on Computer Vision, Pattern 

Recognition and Image Processing, Proceedings, 

JCIS 2005, Salt Lake City, pp.644-647, 2005. 

12. Sarti A, Corsi C, Mazzini E, Lamberti C. 

Maximum likelihood segmentation of ultrasound 

images with Rayleigh distribution. IEEE Trans 

Ultrason Ferroelectr Freq Control. 2005 

Jun;52(6):947-60. 

13. Y.L. Huang, D.R. Chen, Support vector machine 

in sonography application to decision making in 

the diagnosis of breast cancer. Clinical 

Imaging29(3) (2005)179-184. 

14. R.N. Czerwinski, D. Jones, and W. O’Brien,” 

Lineand boundary detection in speckle images,” 

IEEETrans. Image Processing, Vol 7, pp.1700-

1714,Dec. 1998. 

15. A.Zaim, T. Yi, and R. Keck, “Feature-based 

classification of prostate ultrasoundimages using 

multiwavelet and kernelsupport vector machines,” 

presented at Int. Joint Conf. Neural Networks, 

Orlando, FL, Aug. 2007, pp. 278–281. 

16. M. Moradi, P. Abolmaesumi, D. R. Siemens, E. E. 

Sauerbrei, A. H. Boag and P. Mousavi, 

"Augmenting Detection of Prostate Cancer in 

Transrectal Ultrasound Images Using SVM and 

RF Time Series," in IEEE Transactions on 

Biomedical Engineering, vol. 56, no. 9, pp. 2214-

2224, Sept. 2009. 

17. Bishop CM, Nasrabadi NM. Pattern recognition 

and machine learning. New York: Springer; 2006 

Aug 17. 

18. Michailovich O, Rathi Y, Tannenbaum A. Image 

segmentation using active contours driven by the 

Bhattacharyya gradient flow. IEEE Trans Image 

Process. 2007 Nov;16(11):2787-801. 
19. Xiangjun Shi, H.D. Cheng, Liming Hu, Wen 

Ju,Jiawei Tian, Detection and Classification of 

masses in breast Ultrasound Images, Digital Signal 

Processing, volume 20, Issue 3, May 2010, pages 

824 -836.

 


